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Abstract---Back trajectories traditionally have been used to identify possible sources of pollutants measured 
at a receptor location; however, they neglect turbulent diffusion processes that affect pollutant transport. 
After evaluating the performance of a coupled mesoscale and Lagrangian particle dispersion model with 
observations taken during the 1993 Northern Atlantic Regional Experiment (NARE), a series of forward 
and back trajectories are analyzed to determine the errors associated with the back trajectory calculations. 
The forward trajectories are based on the mean and turbulent wind components and their initial positions 
correspond to several urban areas in eastern North America. The back trajectories employ only the mean 
wind components and their initial positions correspond to the final positions of the forward trajectories 
within a sampling volume near Yarmouth. Nova Scotia. Large differences between the forward and back 
trajectory positions occurred since the back trajectories did not include the irreversible turbulent diffusion 
processes. The back trajectories had no mechanism to identify surface source regions. with the consequence 
that the back trajectories would either pass over the “true” source region, or miss it altogether as a result of 
locating the particle at an incorrect horizontal position. A horizontal displacement error of f lOG400 km 
and a vertical displacement error of f 0.2-l km occurred after 2 days of transport. These errors leveled off 
between 2 and 3 days, but grew larger again after 3 days of transport. The model results suggest that the use 
of back trajectories by themselves may be an inappropriate approach for estimating the source location of 
a plume emitted near the surface. Copyright c; 1996 Elsevier Science Ltd 

Kr! word index: Trajectory, long-range transport, boundary layer processes. turbulence, diffusion. meso- 
scale model, Lagrangian model. 

1. INTRODUCTION 

Back trajectories have long been a standard tool in 
air-quality studies for characterizing source-receptor 
relationships in air pollution field campaigns, examin- 
ing meteorological mechanisms associated with pollu- 
tant observations, and establishing time scales for 
various chemical reactions. Forward and back trajec- 
tories are also very useful in describing the atmo- 
spheric dynamics of various weather systems. There 
are, therefore, many reasons to establish the confi- 
dence levels of trajectory calculations. 

While the calculation of trajectories is straightfor- 
ward, many uncertainties in the results arise from the 
input meteorological fields and the numerical 
methods. Several studies have been performed to 
examine the uncertainties due to the spatial and tem- 
poral resolution of the wind field. Draxler (1987) and 
Kahl and Samson (1986, 1988) used analyses based on 
standard and supplementary rawinsonde observa- 
tions during the Cross Appalachian Tracer Experi- 
ment (CAPTEX) to demonstrate the differences in the 
trajectories due to spatial and temporal resolution of 
the observed wind field. Chock and Kuo (1990), in 

their study of the Cross Appalachian Tracer Experi- 
ment (CAPTEX), and Draxler (199 I), in his analysis of 
the Across North America Tracer Experiment 
(ANATEX), both found that numerical model output 
produced more accurate trajectories than low-resolu- 
tion meteorological observations. Modeling ap- 
proaches to evaluate the sensitivity of the trajectory to 
the spatial and temporal resolution of the meteoro- 
logical fields has been examined by Doty and Perkey 
(1993), Kuo ef (II. (1985), Kolph and Drdxler (1990), 
and Stohl ef ul. (1995). The role of vertical velocity in 
model calculations of trajectories for long-range 
transport was described by Martin et al. (1987). 
Haagenson et al. (1990) demonstrated that improved 
trajectories could be obtained for ANATEX by com- 
bining numerical model output with observations us- 
ing four-dimensional data assimilation. As described in 
Seibert (1993) and Stohl et al. (1995), errors associated 
with the spatial and temporal interpolation of the wind 
field can also lead to uncertainties in the trajectory 
calculations. Back trajectory errors calculated from 
large-scale numerical model output were evaluated by 
McQueen and Draxler (1994) using satellite images of 
the smoke plumes from the Kuwait oil fires. 
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These uncertainties are important to consider since 
many recent air quality studies have employed back 
trajectories to determine source regions of pollutants 
measured at receptor locations. For instance, Stohl 
and Kromp-Kolb (1994) utilized low-level back 
trajectories to determine source regions for ozone 
observed in Vienna, Austria. Back trajectories origin- 
ating in Alpine valleys were calculated by Graber 
et u/. (1995) using a high-resolution modeling system 
to determine the influence of the Alps on the produc- 
tion of photo-oxidants. Mukai ef al. (1994) employed 
a back trajectory analysis and found that lead isotope 
ratios in airborne particulate matter were a good 
indicator of the long-range transport of pollutants in 
eastern Asia. Measurements in Bermuda and IO-day 
back trajectories were made by Dickerson et (11. (1995) 
to illustrate the long-range transport of pollutants 
over the Atlantic Ocean. Van Dingenen (1995) used 
black carbon as a tracer and a back trajectory analy- 
sis to find that anthropogenic sulfate advected from 
continental regions contributed to sulfate over the 
Atlantic Ocean. Back trajectories were used by Jacob 
et al. (1995) and Moy et al. (1994) to determine pos- 
sible source regions of carbon monoxide, ozone, and 
total reactive nitrogen oxides observed in Shenan- 
doah National Park in Virginia. 

Trajectory calculations have also been employed by 
several recent studies using meteorological and air 
pollution measurements taken during the 1992 and 
1993 North Atlantic Regional Experiment (NARE) 
field campaigns. In these studies, back trajectories 
were used to demonstrate the effect of vertical wind 
shears in determining potential source regions 
(Angevine et al., 1996), correlate high ozone events 
with major urban and industrial sources located in the 
central and eastern U.S. (Kleinman et al., 1996a), and 
illustrate the role of cyclonic systems in transporting 
pollutants within the warm sector ahead of cold fronts 
(Berkowitz et a/., 1996). Forward trajectories pro- 
duced by a coupled mesoscale model and Lagrangian 
particle dispersion model showed that mixing of 
particles released from multiple urban areas results 
in a plume over Nova Scotia that is characterized 
by a distribution of ages and sources which vary 
with altitude (Fast and Berkowitz, 1996). This 
modeling system also demonstrated that the layering 
of pollutants is well established prior to the air masses 
leaving land by convective boundary-layer processes, 
vertical wind shears, and synoptic-scale vertical 
motions. 

Most of the studies previously mentioned have as- 
sumed that pollutant transport as described by the 
trajectories is the result of pure advection with no 
turbulent diffusion processes. While diffusion pro- 
cesses can be simulated by various types of forward 
dispersion models, the effects due to diffusion cannot 
be incorporated into back trajectories because turbu- 
lence is an irreversible process. In contrast to previous 
trajectory sensitivity studies, a modeling approach is 
used in this paper to evaluate the effect of neglecting 

turbulence processes on back trajectory calculations. 
The spatial differences between forward and back 
trajectories, as a function of time and distance from 
the receptor location, are computed using data col- 
lected during the 1993 NARE field campaign. More 
general quantitative statistics derived from thousands 
of forward/backward trajectory pairs are then pre- 
sented to demonstrate the importance of turbulent 
diffusion processes. 

2. CASE STUDY 

The basis of our investigation into the effect of 
turbulent diffusion processes on the calculation of 
back trajectories is a series of measurements collected 
by the National Research Council of Canada’s Twin 
Otter aircraft as part of the 1993 North Atlantic 
Regional Experiment (NARE). As described by Klein- 
man et al. (1996a,b), 45 sampling missions within 
50 km of Yarmouth, Nova Scotia were made by the 
Twin Otter aircraft over a 34-day period between 
6 August and 8 September 1993. Sampling was done 
from near the surface to either 3 or 5 km, with rela- 
tively complete daily coverage below 3 km. Elevated 
layers of ozone and other chemical species were ob- 
served with peak ozone mixing ratios frequently oc- 
curring between 0.8 and 1.5 km above the ocean. Only 
in a few instances did the peak ozone mixing ratio 
occur near the surface. The highest ozone mixing 
ratios were strongly correlated with southwesterly 
winds during this period; however, southwesterly 
winds were not always associated with high ozone 
mixing ratios (Kleinman et al., 1996a). The summer 
climatology of the region suggests that southwesterly 
winds associated with high-pressure systems may 
transport ozone from the U.S. east coast urban corri- 
dor towards the east, eventually affecting the air qual- 
ity and influencing the mass budget of ozone and 
related species over the western North Atlantic (Ber- 
kowitz et al., 1996). Other field experiments have 
shown that high concentrations of ozone frequently 
occur in the vicinity of Nova Scotia (Parrish et ul., 
1993; Berkowitz et al., 1995). Studies of this phenom- 
enon have focused on the chemistry of pollutant 
plumes (Daum et u/., 1996; Kleinman et al., 1996a,b) 
and the associated synoptic-scale meteorology 
(Anderson et al., 1993; Berkowitz et al., 1996). 

The 850 mb geopotential height fields and the sur- 
face analyses between 25 August and 2 September 
1993 are shown in Fig. 1. During this period, a series 
of low-pressure centers moved through the northcen- 
tral U.S., over eastern Canada, and out over the 
North Atlantic while a high pressure system domin- 
ated the southern U.S. and western Atlantic. The 
trough on 25 August (Fig. la) and the cold fronts on 
29 August (Fig. le) and 1 September (Fig. lh) were all 
preceded by strong westerly to southwesterly winds. 
Since there are no significant sources of pollutants in 
the vicinity of Yarmouth, previous investigators have 
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(a) 12 UTC, 25 August, 1993 (b) 12 UTC. 26 Auaust. 1993 

(d) 12 UTC, 26 August, 1993 

(a) 12 UTC, 31 Augus1, 1993 (h) 12 UTC, 1 September, 1993 

(c) 12 UTC, 27 August, 1993 

(e) 12 UTC, 29 August, 1993 

(i) 12 UTC, 2 September, 1993 

Fig. I. 850 mb geopotential heights (contour interval of 20 m) and positions of surface fronts, high and low 
pressure systems at the 12 UTC periods between 35 August and Z September during the 1993 NARE field 

campaign. 

concluded that high ozone mixing ratios observed 
during this period were due to emissions of ozone 
precursors over the U.S. that were advected over the 
western North Atlantic by the large-scale winds asso- 
ciated with the synoptic systems depicted in Fig. 1. 
The polluted air over Nova Scotia was subsequently 
replaced by relatively clean air masses originating 
from Canada after the passage of low-pressure sys- 
tems. A detailed description of the boundary-layer 
processes and trajectories during this period are given 
in Fast and Berkowitz (1996). The ozone data from 
the NARE field campaign will be presented in this 
paper only to establish that the modeling system used 
in the evaluation of forward trajectories yields results 
consistent with the observations. 

3. MODEL DESCRIPTION 

The Regional Atmospheric Modeling System 
(RAMS) (Pielke et al., 1992) is used to predict the 
synoptic and mesoscale flow features during a portion 
of the 1993 NARE field campaign as described by 
Fast and Berkowitz (1996). The turbulence para- 
meterization consists of a simplified second-order 
closure method that employs a level-2 diagnostic 
scheme or a level-2.5 scheme with a prognostic turbu- 
lence kinetic energy equation as proposed by Mellor 
and Yamada (1982) and modified for the case of 
growing turbulence according to Helfand and Lab- 
raga (1988). 
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RAMS grid spacing: Ax = 60 km 
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Fig. 2. Modeling domain, rawinsonde locations, and urban area release sites for the particle dispersion 
model. Concentric rings indicate distances from Yarmouth, Nova Scotia. 

The model domain shown in Fig. 2 is designed to 
resolve the circulations responsible for pollutant 
transport during the NARE field study period. A hori- 
zontal grid spacing of 60 km is used (44 x 46 grid 
points). This grid spacing is sufficient to resolve mid- 
latitude synoptic systems. A stretched terrain-follow- 
ing vertical coordinate is employed with a grid 
spacing of 50 m adjacent to the surface. Between 
50 and 1550 m above ground level (AGL), the grid 
spacing is 100 m. Above 1550 m, the grid spacing 
gradually increases to 1000 m near the model top at 
an elevation of 17.9 km AGL. Due to the staggered 
coordinate system, the lowest model vertical coordi- 
nate is located about 26 m AGL. With this vertical 
resolution, 17 grid points are positioned within 1550 
m of the ground to resolve boundary-layer processes 
responsible for pollutant transport from surface re- 
leases. 

The initial conditions for RAMS are an analysis 
based on the global fields from the National Center 
for Environmental Prediction (NCEP) Medium 
Range Forecast (MRF) model and the rawinsonde 
observations from the National Weather Service 
(NWS). Additional analyses using MRF model output 
and observations are made at each 00 and 12 UTC 
period. These analyses and the MRF 6 h forecasts for 
the 06 and 18 UTC periods are used to provide the 
time-dependent lateral boundary conditions for 
RAMS during the simulation period. The forcing at 
the lateral boundaries is applied on the outermost five 

grid points and the magnitude of the forcing varies 
linearly in time between 6 h intervals. Sea-surface 
temperatures are obtained by interpolating a two- 
week composite analysis with a 1” horizontal resolu- 
tion to the ocean grid points. 

A critical component in the description of long- 
range pollutant transport is the specification of the 
wind field. Four-dimensional data assimilation 
(FDDA) techniques (Harms et al., 1992) provide 
a method for incorporating meteorological observa- 
tions into the model results over an extended period 
of time. FDDA is used in this study to reduce the 
uncertainties associated with pollutant transport by 
limiting the error growth in the wind, temperature, 
and moisture fields. A Newtonian (nudging) FDDA 
technique is incorporated in RAMS (Fast, 1995; 
Stauffer and Seaman, 1994) to bring the prognostic 
variables (u- and v-component of the wind, potential 
temperature, and specific humidity) into closer agree- 
ment with 19 rawinsonde observation profiles (Fig. 2) 
throughout the simulation period. Therefore, the 
mesoscale model results are a blend of the observa- 
tions and the forecasts close to the 00 and 12 UTC 
periods and the atmospheric fields are based mostly 
on the forecasts between these periods. Only 2 rawin- 
sondes are located on islands so that the atmospheric 
fields are based primarily on model forecasts over the 
ocean areas of the domain in Fig. 2. Additional details 
of the FDDA procedure can be found in Fast and 
Berkowitz (1996) and Fast (1995). 
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3.2. Lagrangian particle dispersion model 

A Lagrangian particle dispersion Model (LPDM) 
described by Fast et al. (1995) is used to simulate 
pollutant dispersion during the 1993 NARE field 
campaign. Atmospheric dispersion is simulated by 
tracking a large number of particle positions based 
on the mean velocity component produced by 
RAMS and a sub-grid scale turbulent velocity 
component. The position of each particle is given as 

x(t + At) = x(t) + (u(t) + u^(t))At (1) 

_v(t + At) = y(t) + (v(t) + C(t))A.t (2) 

z(t + At) = z(t) + (w(t) + G(t))At (3) 

where x, y, and, z are the spatial coordinates and A\t is 
the time step. LPDM has been modified to include the 
Thomson formulation of the equation for the turbu- 
lent vertical velocity component as described in Hur- 
ley and Physick (1991). The subgrid scale turbulent 
velocity components, II, 6, and 3 are computed by 
solving the Langevin equation by a Markov-chain 
formulation (Legg and Raupach, 1982) and depend 
upon the values at the previous time step according to 

U(f) = R,i(t - At) + J(1 - R,)c,Q, 

&‘W’ 
+ L(l - Rukg 

C(t) = R,d(t - At) + dma,q,, 

+ z,,(l - R,.) q 

E(t) = R,S(t - At) + Jmo,q, 

+ ~(1 - R,);? + z,(l -R,) 

G(t - At)” da; 
X 

20;. c’z 
(6) 

where Ri is the autocorrelation coefficient (the sub- 
script i is either U, u, or w), ti the Lagrangian time scale, 
and pi the standard deviation of the turbulent vel- 
ocities. The values of vi are randomly chosen out of 
a normalized Gaussian distribution. The variances - - 
and covariances (a;. u’w’, and v’w’) are obtained from 
the mesoscale model and are consistent with the sec- 
ond-order closure applied in RAMS. 

In this study, the mean velocity field employed by 
LPDM is based on output produced by the mesoscale 
model at 2 h intervals. LPDM linearly interpolates 
the mean velocity field in time during individual 2 h 
periods using a time step, At, of 15 s. Particles are 
non-buoyant and a perfect reflection of particles oc- 
curs at the ground; deposition is not included in this 
study. Each particle is tagged by its location, release 
location, and release time so that the history of a par- 
ticle plume and forward trajectories can be derived at 
any time. Back trajectories are calculated by running 

the model backwards and setting li, t’, CC in equations 
(l)-(3) to zero. 

4. EXPERIMENTAL METHOD 

4.1. Forward dispersion analysis 

The mesoscale model and the Lagrangian particle disper- 
sion model are used to simulate the structure of the ozone 
mixing ratio profiles observed over Yarmouth for a I5 day 
period between 12 UTC 18 August and 12 UTC 2 September 
1993. Three high-ozone mixing ratio events, referred to as 
“A”, “B”, and “c”, occurred during this period that were 
correlated with other chemical species associated with urban 
emissions (Kleinman et nl., 1996a). Each event is separated 
by periods during which relatively small ozone mixing ratios 
were observed below 3 km. 

The dispersion of pollutants is simulated in the Lagran- 
gian particle dispersion model by tracking the path of thou- 
sands of particles released from several urban areas in North 
America. Nine release locations were selected (Fig. 2), includ- 
ing five major metropolitan areas located along the east 
coast urban corridor and four major metropolitan areas west 
of the Appalachian mountains. Particles are emitted at the 
surface at a constant rate throughout the 15 day period from 
the surface within an area of 900 km’ at each location. The 
same release rate is used at each of the nine locations. 
Approximately, 385,000 particles are released over the IS 
day period, although the maximum number of particles on 
the domain at any one time was about 107.000. The long 
simulation period also enables the individual particles to be 
tracked for a substantial period of time. 

Model performance is evaluated by comparing the shape 
of the vertical profiles of simulated particle number density 
with the corresponding profiles of ozone mixing ratios meas- 
ured by the Twin Otter aircraft. Particle profiles are ob- 
tained by counting particles within’s fixed column of 100 
cells located just southwest of Yarmouth (Fig. 2). The volume 
of each cell is 720 km3 (120 km x 120 km x 50 m) and the 
column of cells extends up to 5 km AGL. An instantaneous 
particle profile is obtained for this column every hour; no 
time averaging is performed. A height-time cross section 
showing the simulated particle concentrations over Yar- 
mouth is presented in Fig. 3b. Relatively high particle con- 
centrations, similar to events A, B, and C, are evident shortly 
before the passage of the low-pressure systems shown in 
Fig. I. After the passage of cold fronts on 21 and 29 August, 
the particle plume is advected towards the south over the 
Atlantic. producing near-zero concentrations at Yarmouth 
that are similar to the low ozone mixing ratios observed by 
the Twin Otter at these times. The mode1 results and the 
observations are in good agreement with the Twin Otter 
flights on and after 21 August. 

Further evidence that the modeling system reproduces the 
regional-scale meteorology and transport during the period 
is shown in Fig. 4 which compares the particle profile within 
the sampling domain for three time periods with the ob- 
served aircraft profiles of ozone mixing ratio and aerosol 
concentration. The observed peak ozone mixing ratios and 
aerosol concentrations for events “A” and “c” are located 
between 0.5 and 1.5 km AGL, while they occur closer to the 
surface during event B. The good agreement in the shapes of 
the observed ozone and simulated particle profiles and the 
elevation at which the maxima occur suggests that meteoro- 
logical processes are largely responsible for the layering of 
chemicals over Yarmouth and that following the paths of 
passive particles is very useful in illustrating these processes. 
Still, the observed ozone profiles and the simulated particle 
profiles can only be compared qualitatively since the Lag- 
rangian model does not include chemical reactions that take 
place during the transport period and there is no back- 
ground particle concentration comparable to ambient ozone 
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18 19 20 21 22 23 24 25 26 27 28 29 30 31 01 02 
date (UTC) 

Fig. 3. (a) Observed profiles of ozone mixing ratios (shaded) from the Twin Otter aircraft along with the 
flight numbers and (b) simulated profiles of particle concentration (shaded) within the sampling domain 
over Yarmouth, Nova Scotia where the vertical lines indicate the times in which back trajectories are 
calculated. Circles A, B, and C denote periods and elevations in which high ozone mixing ratios were 

observed. 

from non-anthropogenic sources. The lack of an ambient 
background particle concentration contributes to the small 
particle concentrations that are usually predicted above 
2 km AGL. Fast and Berkowitz (1996) found that the peak 
concentrations within 3 km AGL of the ground resulted 
from inhomogeneous convective boundary layer processes 
over land and synoptic scale lifting in advance of the cold 
fronts and troughs depicted in Fig. 1. The near-surface winds 
generally had a more southerly component than the winds 
aloft during events A and C so that relatively clean air 
masses were present near the surface over Yarmouth. We will 
treat the forward trajectories of the particles as realistic 
representations of the circulation and transport features for 
this time period and compare them with a series of back 
trajectories. 

4.2. Forward and back trajectory calculations 
Forward trajectories are computed for each particle that 

enters the sampling domain at eight times between 25 Au- 
gust and 2 September corresponding to the aircraft flight 
periods, which resulted in a total of 7652 trajectories (a 
subset of the 385,000 total particle trajectories during the 
simulation period). Particle positions are updated every 15 s, 
but the positions of the particles are stored at 1 h intervals. 
The trajectories are classified into groups corresponding to 
the aircraft measurement periods, denoted by the vertical 
lines in Fig. 3b and listed in Table 1. Even though the 
particles are distributed throughout the vertical column up 
to 3 km AGL, most of the final trajectory heights occur close 
to the peak particle concentration levels (Figs 3b and 4). 

Trajectories are not calculated at other times because no 
observational data are available to verify the structure of the 
predicted particle profile. Trajectories are not calculated for 
Twin Otter flights 27,31, and 32 (Fig. 3a) since the number of 
particles entering the sampling domain is relatively small 
and the observations indicated relatively clean air masses at 
these times. As indicated by equations (l)-(6), both the mean 
velocities and turbulent diffusion processes affect the paths 
of the forward trajectories. 

Back trajectories are then calculated for each forward 
trajectory. The initial position of each back trajectory is the 
final position (latitude, longitude, elevation, time) of a for- 
ward trajectory within the sampling domain. Back trajectory 
positions are determined by running LPDM in reverse using 
only the mean wind velocities in equations (l)-(3). Positions 
are updated and stored at hourly intervals. Calculations 
continue until the back trajectory falls outside of the domain 
or after 5 days have elapsed. The duration of almost all of the 
forward trajectories is less than 5 days. 

Initial tests of LPDM using only the mean wind velocities 
for both the forward and back trajectories demonstrated that 
the numerical errors associated with trajectory calculations 
were very small so that the forward and back trajectories 
were nearly indentical (not shown). 

4.3. Error statistics 

Two statistics are used in comparing the forward and back 
trajectories for the eight time periods. These are the absolute 
horizontal displacement difference (AHDD) and the abso- 
lute vertical displacement difference (AVDD) and are defined 
as 

AHDD = -& ‘It’ [(x;(t) - .x;(t))’ + (y;(t) ~ y;(t))‘]‘.’ 
’ n1 

(7) 

AVDD(t) = & ‘I; [(z;(t) - z;(t))‘]” 5 (8) 
’ n, 

where n, is the total number of trajectories, n the trajectory 
number, and f and b denote forward or backward trajecto- 
ries, respectively. Many investigators have employed statis- 
tics similar to equations (7) and (8) in evaluating the accuracy 
of trajectories (Doty and Perkey, 1993; Draxler, 1991; Kahl 
and Samson, 1988; Kuo et al., 1985; Rolph and Draxler, 
1990; Stahl et al., 1995). These statistics are often referred to 
as the absolute horizontal (vertical) displacement error; how- 
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Fig. 4. Comparison of observed ozone and aerosol profiles from the Twin Otter aircraft with the simulated 
particle profile at three select time periods. 

Table 1. Attributies of the trajectory groups corresponding to the Twin Otter flight times shown in Fig. 3 

Trajectory group 

End time of forward 
trajectories and start time of 

back trajectories 
Number of Twin Otter ancraft 
trajectories flight number 

Al 12 UTC, 25 August 565 25 
A2 18 UTC, 25 August 406 26 
Bl 19 UTC, 27 August 474 28 
B2 14 UTC, 28 August 2647 29 
B3 16 UTC, 28 August 2408 30 
Cl 02 UTC, 1 September 122 33 
c2 16 UTC, 1 September 594 34 
c3 20 UTC, 1 September 436 35 

ever, tracer data need to be tracked from the source to the 
receptor to quantify the true errors associated with com- 
puted trajectories. Use of the word “error” in this study refers 
to the difference between the forward and back trajectories 
due to the omission of turbulence in the back trajectory 
calculation. 

The length of time for a particle to reach the sampling 
domain from a source area via a forward trajectory need not 
be the same as the time required for a particle to leave the 
mode1 domain via a back trajectory that begins at Yar- 
mouth. When the transport period for the forward trajectory 
is less than the back trajectory transport period, the AHDD 
and AVDD assume that the forward trajectory position is 

at the release location while the back trajectory continues 
towards the domain boundary. The evaluation of the 
displacement differences is terminated when the back traject- 
ory leaves the model domain, which usually occurs in less 
than 5 days at middle and upper levels where the wind speeds 
are higher than at the surface. As a consequence, the number 
of trajectory pairs, n,, decreases with time as the back trajec- 
tories leave the domain. While this places less confidence in 
the statistics with increasing time, there are still 66 and 34% 
of the total number of trajectories remaining after 4 and 5 
days of transport, respectively. However, there are no trajec- 
tories left for trajectory groups Bl and Cl after 4 days of 
transport. 
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18 UTC, 23 August 

18 UTC, 24 August 

forward trajectoty -c- based on mean and turbulent wind components 
back trajectory - starts at and the end of the forward trajectory; based on/y on mean wind components 

Fig. 5. Select forward trajectories terminating within the sampling domain at 12 UTC, 25 August during 
event A and the corresponding back trajectory. Symbols on the trajectories are plotted at 6 h intervals. 

Since the wind speed varies in space and time, equations 
(7) and (8) do not provide information corresponding to 
distance from the sampling domain. AHDD and AVDD are 
also calculated as a function of distance from Yarmouth by 
obtaining the positions of each trajectory at constant 2 km 
intervals from Yarmouth. 

5. RESULTS 

5.1. Selected trqjectories 

Two representative forward trajectories during 
event A are shown in Fig. 5. For both of these trajec- 
tories convective boundary layer processes are 
responsible for mixing the particle upwards before it is 
advected by stronger westerly winds aloft into the 
sampling domain. In Fig. 5a, the back trajectory is 
nearly identical to the forward trajectory back to the 
release location in Philadelphia. This occurs because 
soon after the release the particle is quickly advected 
above the boundary layer where it remains for most of 
the transport period so that turbulence processes are 
small. The back trajectory, however, has no mecha- 
nism to transport the particle back down to the sur- 
face near the release location in Philadelphia since it 
was turbulence diffusion processes that initially mixed 
it upwards. Instead, the back trajectory continues 
until it intersects the domain boundary. In this case, 
a back trajectory calculation would correctly estimate 
the source region to be somewhere along the back 
trajectory, but the distance from the receptor could 

not be determined unless there was a unique chemical 
signature to the measurements. 

Particles that are released from Norfolk (Fig. Sb) 
are advected over New York by near-surface souther- 
ly winds associated with a high-pressure center 
located over southern New England on 23 August. As 
the particle in the forward trajectory is mixed up- 
wards within the convective boundary layer, it is 
affected by vertical wind shears in which the winds 
aloft become more westerly with height. The back 
trajectory in this case indicates the source would be 
from the west, although the forward dispersion calcu- 
lation illustrates that emissions from the southern 
locations can contribute to the pollutants at that level 
over Yarmouth. Relatively large horizontal and verti- 
cal errors in the back trajectory are produced 24 h 
prior to the sampling time. 

Representative forward and back trajectories dur- 
ing event B are shown in Fig. 6. In these two cases, the 
back trajectories indicate sources to the west of Yar- 
mouth; however, the forward dispersion calculation 
again demonstrates that it is possible to have contri- 
butions from sources located further to the south 
along the coast. The particle rises a few hundred 
meters just before arriving at Yarmouth due to synop- 
tic-scale vertical motion associated with the approach 
of the trough and cold front on 28 August (Fig. Id). 
This feature is also included in the back trajectory, 
since the back trajectory includes the mean vertical 
wind component. Nevertheless, relatively large hori- 
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Fig. 6. Same as Fig. 5, except at 14 UTC, 29 August during event B 

zontal errors occur a few hundred kilometers from trajectory pairs considered for events A, B and C are 
Yarmouth even above 1 km AGL (Fig. 6b). Some of specific examples of the types of errors introduced 
the errors aloft above the boundary layer are due to into back trajectory calculations resulting from the 
the random term in equations (4H6) for stable bound- omission of turbulent diffusion. In the following sec- 
ary layers. Small errors can grow quite large over tion, the effect of the turbulence diffusion processes on 
a relatively long period of time. the overall statistics will be considered. 

As shown by two representative trajectory pairs 
during event C in Fig. 7, a back trajectory calculation 
could lead to erroneous conclusions regarding the 
circulations that may be possible for the high levels 
of pollutants over Yarmouth. The back trajectory in 
Fig. 7a passes over the proper source (Boston), but the 
upper-level southwesterly wind causes the trajectory 
to continue into west Virginia. The particle released 
from Boston actually follows a circuitous path to 
Yarmouth in the forward dispersion process. This 
particle is transported within the clockwise circula- 
tion associated with the passage of a high-pressure 
system. During event C, the recirculation of pollutants 
over the northeastern coast of the U.S. was not un- 
common. In Fig. 7b, the back trajectory indicates 
possible source regions in the urban areas of southern 
Canada; however, strong southerly winds ahead of the 
cold front on 31 August (Fig. lg) advected a large 
fraction of particles near the surface into southern 
Canada before they were advected into the sampling 
domain in the forward dispersion process. 

5.2. Trajectory error.s 

Figures 5-7 demonstrate that in the presence of 
large vertical wind shears, small vertical back traject- 
ory position errors can gradually produce relatively 
large horizontal back trajectory position errors. The 

The horizontal and vertical displacement errors for 
all 7652 back trajectories are shown in Fig. 8. The 
AHDD and AVDD gradually grows with time so that 
after 48 h of transport the average horizontal and 
vertical errors are as large as 350 and 0.75 km, respec- 
tively. The average horizontal error increases to 
500 km and the average vertical error increases to 
1 km at 96 h of transport. When AHDD and AVDD 
are calculated as a function of distance, the errors also 
grow gradually with distance but the rate of growth of 
the horizontal and vertical errors decreases at approx- 
imately 1200 km from Yarmouth. This occurs because 
the paths of many of the forward and back trajectories 
approach each other and sometimes intersect before 
diverging again. Since all of the sources, except Bos- 
ton, are located at a distance of 750-1250 km from 
Yarmouth, the omission of turbulent diffusion pro- 
cesses could lead to a horizontal back trajectory error 
over the source regions as large as 350 km (Fig. 8). 
The vertical errors as a function of distance (Fig. 8b) 
are rather small within 500 km of Yarmouth when 
most of the back trajectories are located over the 
ocean to the south and west of Nova Scotia. This is 
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Fig. 7. Same as Fig. 5, except at 16 UTC, 1 September during event C. 
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Fig. 8. Absolute horizontal displacement difference (AHDD) 
and absolute verticle displacement difference (AVDD) as 

a function of time and distance from Yarmouth, Nova 
Scotia. 

consistent with the physically plausible expectation 
that the turbulent diffusion processes are small over 
the ocean areas within and above the marine bound- 

ary layer. As soon as the back trajectories reach land, 
the AVDD increases dramatically. 

While considerable variation in the differences be- 
tween the forward and back trajectories can occur 
between each trajectory group, no clear systematic 
variation in the AHDD or AVDD was found for 
events A, B, or C making it difficult to assess the exact 
conditions under which back trajectories would 
u priori be expected to have relatively small errors. 
Relatively small horizontal errors are associated with 
trajectory groups B2 and B3 within 1500 km of Yar- 
mouth that appear to be the result of the strong winds 
during event B. The relatively rapid transport during 
event B did not permit turbulence diffusion processes 
to affect the forward dispersion of particles as much as 
events A and C. A large fraction of the particles for 
trajectory groups Al, A2, C2, and C3 had long, com- 
plex routes due to high-pressure centers and light 
winds that dominated the eastern U.S. (Fig. 1) so that 
turbulent diffusion processes could affect the trajecto- 
ries over a relatively long period of time. The depth of 
the convective boundary layer predicted by the model 
just prior to events A and C was also greater, in 
general, than for event B. Turbulent kinetic energy, 
and therefore the values of Q, 6, 3, in equations (4)-(6) 
will be larger when particles are located within 
a strong convective boundary layer. 

The AHDD and AVDD are also calculated for all 
of the back trajectories as a function of the initial 
height at the receptor location. The statistics are 
grouped according to three layers using initial heights 
from 0 to 0.5, 0.5 to 1.5, and 1.5 to 3.0 km AGL and 
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Fig. 9. AHDD and AVDD as a function of time and initial 
elevation of the back trajectories. 

the results are given in Fig. 9. Although the horizontal 
errors for each layer are not significantly different for 
60 h or less of transport, the upper-level back trajecto- 
ries have slightly smaller errors after 84 h. The large 

(a) 

trajectory group 82 
14 UTC, 28 August 

40 

35 

g 30 

m 25 

AHDD central value (km) 

vertical errors for the upper-level back trajectories 
after only 12 h of transport arise because there is no 
mechanism to track the particle back down to its 
source at the surface as shown by Figs 5-7. The 
vertical positions of the particles are affected only by 
the mean vertical motions in the back trajectory cal- 
culations, and not by turbulence. The synoptic-scale 
vertical velocities are usually small so that the back 
trajectories do not vary much with height over a long 
period of time (Fig Sb, 6b, and 7b); therefore, vertical 
errors for the upper-level back trajectories can be 
quite large because the sources are located at the 
surface. During periods of strong downward mean 
vertical motions (Figs 5a, 6a, and 7a), large vertical 
errors are produced since the back trajectory is dis- 
placed further from the surface. 

Figure 10 shows the corresponding AHDD and 
AVDD distribution for trajectory groups Al, B2, and 
C2. These distributions are representative of the other 
trajectory groups within the same event. For trajec- 
tory group Al, 92% of the back trajectories after 24 h 
have a horizontal error less than or equal to 250 km 
(Fig. 10a). After 48 h, the distribution of the horizontal 
errors becomes significantly wider and by 72 h only 
31% of the back trajectories have a horizontal error 
less than 250 km. A significant fraction of the trajecto- 
ries have a horizontal error greater than 500 km. The 

04 

Fig. 10. Histrogram of frequency of occurrence vs (a) AHDD and (b) AVDD for back trajectory groups Al. 
B2, and C2. 
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distribution for trajectory group B2 is narrower in westerly winds aloft. The corresponding back trajec- 
general and the mean AHDD and AVDD is small, tories had no mechanism to identify these surface 
indicating that the back trajectory errors are relative- source regions, with the consequence that the back 
ly small for this group compared to the other time trajectories would either pass over the “true” source 
periods. At 24 h, 99% of the trajectories have an error region, or miss it altogether as a result of locating the 
of 250 km or less. There are very few trajectories with particle at an incorrect horizontal position. 
errors greater than 500 km after 48 h. While there is A statistical description of thousands of trajectories 
a peak in the error distribution at 100 km at 24 h for using the AHDD and AVDD shows that although 
trajectory group C2, the overall distribution at the relatively small errors could occur as far as 750 km 
three time periods is significantly wider than the other upwind of Yarmouth at times, a mean AHDD of 
groups. The vertical displacement errors in Fig. lob 100400 km and a mean AVDD of 20@-1000 m was 
show that the distribution of the vertical errors commonly associated with only 2 days of transport. 
increases in time for trajectory groups B2 and C2, but The mean AHDD and AVDD remained relatively 
that there is no pattern in the distribution for group constant between 2 and 3 days, but grew larger again 
Al. At 24 h, 53 and 48% of the back trajectories for after 3 days of transport and is expected to be even 
groups B2 and C2, respectively, have an error less larger for transport times greater than 4 days. The 
than or equal to 300 m. As the back trajectories pass differences between the back and forward trajectories 
over the land areas at longer times, the vertical errors are smaller (but not negligible) in the free atmosphere 
increase and the distribution widens. The results and within the stable boundary layer over the land 
sometimes suggest a reduction in error with time. For and ocean. Large differences between the forward 
example, the fraction of trajectories with an error of trajectories and their back trajectory counterparts 
100 m is higher at 48 and 72 h than at 24 h for trajec- were found to occur because turbulent diffusion pro- 
tory group Al (Fig. lob). However, the reduction of cesses are irreversible and cannot be included in the 
the average vertical error with time is usually due to back trajectory calculations. 
fortuitous circumstances. As illustrated by the trajec- We conclude that the use of back trajectories to 
tory in Fig. 7b, the vertical positions of the forward identify surface source regions for long-range trans- 
and back trajectories are nearly identical a couple of port is suitable only for a coarse approximation of the 
times (even though they are separated by large hori- point of origin. Since many chemistry studies employ 
zontal distances) during the transport period due to single or multiple back trajectories to simulate the 
different atmospheric mechanisms. transport of air pollutants, alternative techniques 

should be used whenever possible to determine the 
most likely surface source location. Although several 

6. CONCLUSION methods have been developed recently to better de- 
scribe source-receptor relationships (Flesch et (I/., 

Results from a mesoscale model and a Lagrangian 1995; Mulholland, 1989; Stahl, 1996; Stahl and Wot- 
particle dispersion model are used to simulate for- awa, 1995; Uliasz, 1993), additional research is neces- 
ward dispersion during high ozone events of the 1993 
NARE field campaign. Using particle concentration 
as a surrogate for ozone mixing ratio, quite good 
agreement was found between predicted and observed 
vertical profiles over Yarmouth, Nova Scotia. The 
peak particle concentrations occurred at nearly the 
same elevations as the maximum ozone mixing ratios, 
suggesting that the modeling system is reproducing 
the atmospheric mechanisms responsible for pollutant 
layering during this period. Forward trajectories from 
the dispersion of particles indicated that in- 
homogeneous convective boundary layer processes 

sary to test these methods with tracer data from 
a variety of field experiments. 
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